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● The international human rights framework and the specific rights guaranteed under
it apply to the regulation of artificial intelligence (AI), including the rights to life,
privacy, freedom of expression, association, assembly, freedom of movement,
non-discrimination and effective remedy (individual and collective).

● The regulation of AI which interferes with the rights to privacy or freedom of
expression are only permitted when the interference is provided for by law, pursues
a legitimate aim, is proportionate and is no more than necessary to achieve that aim.

● The regulation of AI should take a human rights and risk-based approach which
focuses on mitigating potential harms whilst promoting the development and use of
AI systems that are beneficial for the enjoyment of human rights.

● The regulation of AI should apply to the design, development, application and review
of AI systems, or in other words, to all stages of the AI life cycle, particularly when its
use has a potential impact on human rights.

● The regulation of AI must apply to all relevant actors, including public and private
entities, and establish legal obligations where appropriate. This should involve
requirements to identify, analyse and evaluate human rights risks of AI systems.

● The regulation of AI must provide effective safeguards, such as redress mechanisms
(individual and collective) for those negatively impacted by AI systems. This requires
that individuals are informed when an AI system makes a decision which may
impact their rights, and provides accessibility and explainability for the individual to
effectively challenge decisions.

● The regulation of AI should include specific provisions which mitigate risks of bias
and discrimination. Regulation must not be implemented in a discriminatory manner.

● The regulation of AI should involve prohibitions of certain AI systems when they
pose unacceptable risks to human rights that cannot be sufficiently mitigated.

● The regulation of AI should be underpinned by principles of accountability and
robust transparency, which are reflected in the Sustainable Development Goals and
the UNGPs on Business and Human Rights.
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● Ethical approaches, including ethical values and principles, should not serve as the
sole basis for the development of AI regulation. Regulation should be firmly rooted
within the existing international human rights framework so as to not undermine its
importance.

9ƀ )=Q !GEEALE=FLŻ.D=<?=KŻ ;LAGFK

States

● States should commit themselves to developing regulation which mitigates the
various means in which AI may pose risks to human rights, including through their
own use of AI systems as well as by other actors.

● States should apply inclusive approaches and foster meaningful participation by
ensuring diversity and broad participation in the development of AI regulation, that
guarantees participation in the decision-making processes, use and evaluation of AI
systems throughout their life cycle.

● States should commit themselves to developing regulation of AI that includes
mechanisms ensuring algorithmic transparency, appropriate oversight procedures,
periodic human rights impact assessments, enforcement powers for regulators -
particularly for high risk AI systems, auditability and traceability throughout the AI
life cycle, resulting in a comprehensive accountability framework.

● States should commit themselves to developing or updating data protection and
anti-discrimination frameworks to respond to the challenges posed by AI.

● States should review, on a regular basis, their procedures, practices and legislation
regarding the surveillance of communications, including mass surveillance and the
interception and collection of personal data, as well as regarding the use of profiling,
automated decision-making, machine learning and biometric technologies, with a
view to upholding the right to privacy by ensuring the full and effective
implementation of all their obligations under international human rights law.

Private Sector

● Private actors should commit themselves to more widespread and systematic
efforts to undertake human rights impact assessments which adequately assess the
actual and potential impacts of AI systems.

● Companies should undertake general human rights due diligence when it comes to
AI, as well as specific human rights impact assessments and ensure that the findings
of these assessments are fully integrated into corporate practice through mitigation
efforts and remedial actions. These findings should also be made publicly available
and on a periodic basis to promote transparency.
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● Due diligence by private acei
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