


Submission

Process of preparation
The Simon Institute for Longterm Governance (SI) hosted three workshops with academic
experts, national delegates, members of the private sector, international civil servants, and civil
society on ‘future-proofing the UN’ to support Our Common Agenda. During these workshops, a
focus on AI governance for the Global Digital Compact was identified as an important step
towards the safe, equitable adoption of advanced technologies. Subsequently, SI conducted an
analysis of other organisations' inputs to the GDC submitted as of January 31st 2023. Based on
its workshops and the existing DC submissions, SI drafted a maximally complementary
submission.

Regulation of artificial intelligence
AI regulation is a vast topic, and the GDC has received many strong submission



3. The GDC should advocate for the accountability of foundation models. For at least the
last decade, frontier AI developments have occured in a handful of large corporations
whose actions are difficult to regulate for any individual nation. This, combined with AI’s
current black-box nature, makes it difficult to establish liability for the harms they can
cause, making accountability a key ingredient of regulation.

4. The GDC should advocate risk-informed development when governing advanced AI at
the international, national and local levels. While this submission is focused on the
potential harms of misaligned AI systems, aligned AI offers huge potential for human
development. Technology can enable development, while development can mitigate
some of the potential harms of advanced technologies. The UNDP’s ‘Risk-Informed
Development’ framework, alongside work from the University of Oxford on ‘Differential
Technological Development’ can serve as a basis for the sustainable development of AI
innovation.

Key actions
1. A capacity-building program for AI expertise within the UN. The UN AI Experts

Board could be supplemented with mixed democratic assemblies of global citizens. The
program could offer scholarships to experts from low- and middle-income countries to
travel to leading AI centres such as Beijing, San Francisco and London to improve AI
expertise across the globe. The proposed UN Futures Lab could hire AI forecasting
experts to analyze opportunities and harms, similar to work done by Epoch
(https://epochai.org/).

2. Build international consensus on independent auditing of advanced AI systems.
Third-party audits are important tools to minimize harms and maximize democratic
accountability. Auditors reduce the potential for AI systems to misfunction in the real
world. Companies are eager to prove their trustworthiness before deploying advanced
systems, making audits a win-win. The AI auditing landscape is rapidly growing but
remains concentrated in the United States and United Kingdom. The GDC should
advocate for international coordination through a multilateral forum similar to the IAEA’s
Regulatory Cooperation Forum.

3. Prioritise international cooperation on sharing AI incidents. Transparency about
incidents of AI harm are a useful way of establishing trust between companies, the public
and member states. Public sharing of incidents, such as the EU’s upcoming European AI
database, allows for consensus-building on AI harms and failure modes. Member states
and companies should adopt interoperable standards for the reporting of AI incidents.
Special consideration would be given to low- and middle-income countries, where
incidents often go underreported. Human rights bodies could also take up the cause of
whistleblowing rights for those who work on advanced AI systems.






