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Principle of Inclusion and Digital Literacy. (a) States should







access to the Internet due to eliminating cybercrimes. (iii) Protection of
Intellectual Property. To recognize the need for national regulations that tend
to prevent the use
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Expression and the Internet, Internet traffic must be
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1. Right to the m



7. Privacy rights in digital environments: To ensure that the use of digital
devices, as well as access to online products, services, or platforms should be
designed to be secure and protect the privacy of users, in particular, to ensure
high levels of confidentiality of personal data. Secondly, States should ensure
a voluntary, secure, and trusted digital identity that provides Internet users
with access to a wide range of online services.

8. Right to freedom of enterprise and innovation about digital
environments: (a) To guarantee that any person has the right to create new
services, products, platforms, applications, content, and artistic creations, and
make them available to the rest of the Internet, without requiring special
permission. (b) States, civil organizations, and academia should seek to
establish technical and regulatory mechanisms that discourage th



associated with the minimum skills to participate in digital environments, but also
with security-related skills that allow people



4. Introduce accountability criteria for discrimination and
mi





Citizens must have the possibility of going before national specialized courts in case
of disagreement, and (i) Finally, the curation of harmful and illegal content cannot
constitute the weakening of national democratic systems or encourage authoritarian
governments. Finally, the global digital compact must recognize the difficulty of
assigning the role of moderation filter of gray areas content to a private company, or
to a national government (e.g., incitement to terrorism).

Actions

A. Illegal content

Illegal content on user-generated content digital platforms: (a) To create agile
mechanisms for curing illegal content within the digital platform implemented by the
platform operator. (b) The mechanisms for curing illegal content within the digital
platform must be managed by a body independent of the digital platform operator.
And (c) Self-regulatory codes.

Illegal content for infringing IP on digital platforms: (a) Legal regulation for the
protection of copyrights in digital environments.

Ilegal content for affecting a person's honor on user generated content digital
platforms: Digital Platforms must act diligently removing defamation content once it
has been notified that the content has been declared illegal by a judge.

Illegal content of extreme violence: (a) When it is notified that the content is of
extreme violence by a user. (b) to create agile mechanisms for curing illegal content
within the digital platform implemented by the platform operator. (c) The novel
mechanisms for curing illegal content within the digital platform are managed by a
body independent of the digital platform operator. And (d) Self-regulatory codes.

B. Misleading Advertising

Misleading advertising on digital platforms displayed by end users: (a)
Obligation of transparency to influencers when they are promoting a product
(influencers regulation). (b) Self-regulatory codes for Internet advertising. (c) Soft
Law Guidelines on ethical advertising guidelines for user-generated content on
digital platforms. (d) To remove, block, or restrict advertising on web pages,
individual user accounts, and/or domains that disseminate disinformation.

Misleading advertising paid to the platform operating company: (a) The Firm
operating the digital platform must adopt codes of ethics regarding paid digital
advertising by companies when the platform's financing model is paid personalized



digital advertising. (b) Responsibility of advertisers for advertising on digital
platforms.

Political Advertising: Issue regulations on transparency of paid political advertising
displayed on digital platforms (social networks, user-generated content platforms,
Internet search engines).

C. Cyberbullying

Actions to prevent cyberbullying: (a) To design of programs in schools to prevent
cyberbullying. 2. (b) Direct consultation with school students on the causes and
solutions to cyberbullying. (c) The platform operator Must act diligently removing the
bullying content once the removal request has been made. (c) Penalty of account
cancellation in cases in which content is removed for harassment in digital
environments. (d) Promotion of ethics classes in schools and universities in the use
of new technologies. And (e) To design public policies by governments to prevent
bullying in social networks.

D. Deep-Fakes

Deep-Fakes for Parody: (a) Self-regulatory and ethical codes for the use of
deep-fakes for parody and humor (memes). And (b) Right to parody.

Deep-Fakes in the film industry: Film industry self-regulatory codes on the use of
deep-fakes in audiovisual productions.

Denigrating deep fakes: (a) The digital platform must act diligently to remove when
notified of the use of denigrating deep fakes. (b) Legal liability for developers of
denigrating deep-fake applications. (c) Encourage the development of techniques for
the identification of audio and audio-visual deep-fakes with the use of metadata. (d)




