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offline world, and by ensuring that artificial

intelligence actors embed in their algorithms human-first and human-needs features
to their tools.

The GIDE considers that a humane digital ecosystem, and a human-centred digital
regime, must position people and their dignity at the centre of governance models;
but also recognise that humans are social creatures who derive life meaning in

Human empowerment can also become a driver for innovation and economic
growth. While we celebrate that most legislations around the globe embed
long-standing principles of digital governance (OECD, 1980) as well as international
instruments on human rights and recent legislative development in leading countries
provide a first shift toward human empowerment, we consider that further work
needs to be done to achieve the key proposals of the United Nations 'Our Common
Agenda' report.

Indeed, the GDC should consider first-generation legislation such as the General
Data Protection Directive ('GDPR') and the California Consumer Privacy Act (USA)
the first step into citizen empowerment; and recent legislative development, or
second-generation legislation, in Europe (EU EIDAS, Data Act, Data Governance
Act, etc) and elsewhere (eg. Blueprint for an AI Bill of Rights (USA) a second
building block for a humane-centred digital governance regime.

Looking into the future, the GDC should aim to deliver a third building block, one that
ensures that every group, community, and country can create frameworks and
institutions that allow citizens to gain effective control over who accesses data about
them and under what terms. For that reason, we propose the GDC
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1) Humane-centred approach to digital governance: the GIDE is committed to
working with the GDC to change the digital economy data-centric for a citizens-first

https://thegide.org/empowering-digital-citizen-report/






Current legislation, particularly in Europe, is already rising to such a challenge. The
European Declaration for Digital Rights and Principles, the Artificial Intelligence Act
and the Digital Wallet Recommendations has already put citizens at the centre of
digital transformation. Moreover, the best interest of data subjects will倄쀅怄쀅ငꀀ



Importantly, the GDC should advocate for the inclusion of these principles into AI
systems as it helps to solve one of the most troublesome issues around data
collection. Indeed, collective agreements reached through rights of representation
can enjoy automatic oversight when AI actors adopt a human-centred approach to
algorithms.

For example, non-personal data, while being increasingly easily converted into
personal data but bound to a much lower level of legal protection, can more easily be
moved and shared between stakeholders. However, embedding human-needs-first
features in algorithms would ensure a higher level of protection for citizens,
irrespective of whether or when these companies convert such non-personal data
into personal data.

The GIDE also recognises that achieving AI's full potential for societal good in the
long term requires that civilians operate with a higher level of digital literacy. For that
reason, we believe that the GDC must work with other relevant stakeholders to
develop manuals and guidelines to be included in school curriculums to ensure that
new generations have the necessary skills to fully enjoy the digital society.
Importantly, digital civic education will require maintaining our official digital
information accurate and up to date.

To develop its proposals on AI ethics, the GIDE recommends the GCD to lean on
already existent policy and legal documents (eg. the G20 and OECD AI principles
and the European and United States AI acts). However, further work needs to be
done at a policy level to avoid situations where intended or unintended outcomes put
citizens, especially the most vulnerable, at risk. The GIDE considers that the GDC,
as a United Nations body, should spearhead the development of the next set of AI
principles.

6) Final remarks:

The GIDE is committed to working with GDC and developing policies civ�
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reaffirm them as features of the current digital governance regime. In consequence,
we encourage the GDC to treat the above outlined as indissolubly intertwined
principles.

A human-centred model for digital governance that enable people to collectively
negotiate who accesses data about them and under what terms, coupled with
fiduciary obligations for data holders, and the adoption of these principles by AI
actors will likely help to regulate not only the tech industry but also traditional and
established markets that have embraced technification. For example, when heavily
unregulated markets such as smart health tracking devices (e.g. smartwatches and
fitness apps) and online decentralised lending Apps, are bound by a human-needs
first oversight most of the imbalances and abuses they carry will heavily disappear.

Finally, the GIDE recognises that human empowerment and people-centred data
governance regimes can be achieved through many paths, including modifying
existing technical architecture, conducting legal reforms or creating new legal
concepts. We call for the GDC to adopt such a neutral position in developing the
next stage of digital governance.


