




Protect data

● Core Principal

1. Creating clear data protection policies and procedures, including protocols for
data storage, access and use.[Government]

2. Ensure that individuals are fully informed about how their data will collected,
stored and used and that their consent is obtained where necessary
[Government, Business]

3. Collaboration with regulators and other stakeholders to promote best data
protection and privacy practices.[Government]

4. Data Literacy should be enhanced by in-school curriculum, workplace training
and community education [Academia, Business, Civil Society]

● Action
1. Implementing appropriate technical and organizational measures, such as

encryption and access controls, to ensure data security.[Government]
2. Reviewing and updating data protection policies and procedures on a regular

basis to ensure that they remain effective and up to date. [Government]
3. Resources(Funding) on Data Literacy Programs should be called and allocated

to implement and reach to all stakeholders’ group [Government, Academia]

Apply human rights online

● Core Principles:

1. Upholding human rights online: All stakeholders should respect and protect
human rights online, including the rights to privacy, freedom of expression, and
access to information.

2. Ensuring accountability: All stakeholders should be accountable for any human
rights abuses that occur online, and should work to remedy any harms caused.

3. Promoting digital inclusion: All stakeholders should work to promote digital
inclusion and ensure that everyone has equal access to the internet and
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remedies for victims.
4. Promote digital literacy and digital skills development to ensure that everyone

can fully participate in the digital economy.
5. Work to ensure that digital technologies are developed and deployed in a way

that respects human rights and promotes social and economic progress.

Accountability for discrimination and misleading content

1. Core Principles
a) Digital spaces should be inclusive and accessible to all individuals regardless

of their race, gender, sexuality, religion or other personal characteristics and
should protect the right to freedom of expression.

b) Individuals and Organizations should be held answerable for any
discriminatory actions or statements they make, which can involve legal
actions, public backslash and other forms of consequences to ensure that such
behavior is intolerable in society.

c) There should be accountability for those also who get involved in spreading
inaccurate information, through fact checking, corrections, and retractions as
well as penalties such as fines or legal actions.

d) The multi-stakeholder approach should be adopted to promote accountability
for discrimination and misleading content in digital spaces because this
complex issue requires the cooperation and coordination of different actors
across sectors and industries to develop and implement effective solutions that
foster transparency, fairness, and accuracy.

2. Actions
a) Governments must implement the UN convention of ICERD more effectively by

strengthening legislations and regulations that prohibit discrimination in digital
spaces, and by promoting awareness and education on the harms of
discrimination.

b) Based on the international human rights standards, online platforms must
create and enforce clear guidelines for what types of content are considered
harmful or inappropriate.

c) Tech companies must conduct regular audits and assessments of their content
moderation policies and practices to ensure the effective removal of harmful
content.

d) Governments, civil society organizations, tech companies, and media outlets
must collaborate to develop easy-to-use reporting mechanisms to help users
recognize and respond to problematic content.

e) Greater diversity and inclusivity must be integrated in digital spaces to amplify
underrepresented voices and to provide support and resources to marginalized
groups who have been disproportionately impacted by digital discrimination
and misinformation.



f) States must abide by the Article 20 of ICCPR to prevent hate speech and other
forms of harmful content that incite discrimination or violence.

g) Independent bodies must be created as part of the accountability mechanism
to investigate and respond to instances of misleading content.

h) Digital and media literacy must be stimulated to create a more informed and
resilient online community which is better equipped to resist and counteract
discrimination and misinformation.

Regulation of artificial intelligence

● Core Principal
1. All organizations and Individuals should handle Artificial Intelligence (AI) with

care and be responsible of their actions
2. The right of AI should not override human rights on labor market
3. Ban on AI shall be necessary in circumstances of conflicting human’s:

a. Threat to life, livelihood
● Action

1. Multi-stakeholder committee (MSG) should be formed to regulate AI with the
functions:

a. Draft code of conduct on the usage of AI
b. Monitor the implementation of regulations
c. Regularly review performance on AI usage, especially tech giants
d. Handle complaints regarding AI conflicts
e. Educate public on AI

2. Government should assist and monitor the MSG, while regulating the impacts
of AI advancement on the job market.
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