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I. Introduction 

Digital technology is increasingly intertwined with and influencing all aspects of our lives and 

societies. As such, its development and use 





regional groups, other multistakeholder process, as well as civil society and academic statements.  

 

II. Thematic areas 

Connectivity  

Core principles 

 Access to information and communication technology, and the universal and affordable 

access to the Internet is a precondition for the exercise of rights online and offline is 

included in ǘƘŜ {ǳǎǘŀƛƴŀōƭŜ 5ŜǾŜƭƻǇƳŜƴǘ Dƻŀƭǎ ό{5D фΦ/ύΣ ǊŜƛƴŦƻǊŎƛƴƎ {ǘŀǘŜǎΩ ƘǳƳŀƴ ǊƛƎƘǘǎ 

obligations to work towards universal and accessible Internet. (A/HRC/RES/47/16; 

A/HRC/44/24) 

 

 The Internet enables individuals to seek, receive and impart information and ideas of all 

kinds. By vastly expanding the capacity of individuals to enjoy their right to freedom of 

opinion and ŜȄǇǊŜǎǎƛƻƴΣ ǿƘƛŎƘ ƛǎ ŀƴ άŜƴŀōƭŜǊέ ƻŦ ƻǘƘŜǊ ƘǳƳŀƴ ǊƛƎƘǘǎΣ ǘƘŜ Lƴternet boots 

economic, social and political development. 

 

  Efforts to close the digital divide, among and within countries, need to be rooted in an 

understanding that digital divides reflect and amplify existing social, cultural and economic 

inequalities. Approaches developed to close the digital divide need to consider 



A/HRC/50/55) 

 

 In addition to refraining from unnecessary and disproportionate restrictions on digital 

access, States also have a duty to ensure a free and open Internet. (A/HRC/32/38) 

 

 The commitment to Internet connectivity must be joined by commitment to refrain from 

Internet shutdowns (A/HRC/50/55); progress on universal and affordable access to the 

Internet will not be meaningfully made without preventing and mitigating the harmful 

effects of shutdowns. 

 

 Bridge the global inequalities when it comes to access to the internet and connectivity. 

Addressing this global inequality requires investment in communications infrastructure and 

establishment of partnerships between financing agencies, States and the 

telecommunications industry.  (A/HRC/50/55) 

 

Key commitments  

 Apply a comprehensive human rights-based approach in providing and expanding access to 

ICTs.  

 

 Adopt and implement ICT policies and strategies that include specific attention to gender 

considerations and address access to, affordability of and participation in ICTs for all women. 

(A/HRC/35/9) 

 

 Refrain from the full range of Internet shutdowns. In particular, avoid imposing blanket 

shutdowns as they inherently impose unacceptable consequences for human rights 

(A/HRC/50/55)  

 

 States must not disrupt the Internet or telecommunications, as that is an inherently 

disproportionate restriction of access to information. (A/HRC/26/28) 

 

 Rather than banning, blocking or criminalizing the use of encryption or circumvention tools, 

or particular communication channels such as virtual private networks (VPN), provide access 

to such tools. (A/RES/76/; A/HRC/50/55) 

 

 Companies should take all possible lawful measures to prevent shutdowns that they have 

been asked to implement, and, to the greatest extent possible, prevent or mitigate possible 

adverse human rights impacts. (A/HRC/50/55) 

 

 Companies should enable full disclosure of information about the interferences and 

disruptions and undertake due diligence to assess and act upon the human rights risks. 

(A/HRC/50/55) 

 

 Development agencies and donors should include references to human rights standards 

when supporting the development of legal and institutional frameworks. They should also 

ensure that risks of internet shutdowns are considered in their design and implementation 

of cooperation programmes related to Internet connectivity. (A/HRC/50/55) 



https://www.itu.int/net/wsis/docs/geneva/official/dop.html
https://www.itu.int/net/wsis/docs/geneva/official/dop.html
https://www.itu.int/net/wsis/docs/geneva/official/dop.html


 Ensure that Internet governance frameworks and reform efforts are sensitive to the needs of 

women, sexual minorities and other vulnerable communities. (A/HRC/32/38) 

 

Technical standard-setting  

Core principles 

 Human rights respecting standard-setting processes for new and emerging technologies 

must ensure principles of transparency, openness and inclusiveness.  

 

 Key information about technical standard-setting processes should be made available to 



and promoting an open, secure, stable, accessible and peaceful information and 

communications technology environmentέ (United Nations Group of Governmental Experts 

on Developments in the Field of Information and Telecommunications in the Context of 

International Security, A/68/98). 

 άCybercrimeέ must be construed in a narrow sense as cyber-dependent crimes, and not 

https://www.unodc.org/documents/Cybercrime/AdHocCommittee/First_session/OHCHR_17_Jan.pdf




 άStates Parties should require the business sector to undertake child rights due diligence, in 

particular to carry out child rights impact assessments and disclose them to the public, with 

special consideration given to the differentiated and, at times, severe impacts of the digital 

ŜƴǾƛǊƻƴƳŜƴǘ ƻƴ ŎƘƛƭŘǊŜƴέ ό/ƻƳƳƛǘǘŜŜ ƻƴ ǘƘŜ wƛƎƘǘǎ ƻŦ ǘƘŜ /ƘƛƭŘΣ DŜƴŜǊŀƭ /ƻƳƳŜƴǘ нрΣ ǇŀǊŀ 

38). 

 

 





Automated systems (“Artificial intelligence”) 

Core principles 

 The international human rights framework applies to the development, use and regulation 

of automated systems. (A/HRC/48/31) 

 



realization of economic, social and cultural rights. Researchers have already developed a 

range of approaches that further that goal, and increased investments in this area are 

essential. States should also take steps to ensure that intellectual property protections do 

not prevent meaningful scrutiny of AI systems that have human rights impacts. Procurement 

rules should be updated to reflect the need for transparency, including auditability of AI 

systems. In particular, States should avoid using AI systems that can have material adverse 

ƘǳƳŀƴ ǊƛƎƘǘǎ ƛƳǇŀŎǘǎ ōǳǘ Ŏŀƴƴƻǘ ōŜ ǎǳōƧŜŎǘ ǘƻ ƳŜŀƴƛƴƎŦǳƭ ŀǳŘƛǘƛƴƎΦέ ό!κIw/κпуκомύ 

 ά¢ƘŜ ǎǇŜŎǘǊǳƳ ƻŦ Ǌƛǎƪǎ ŀǊƛǎing from AI systems suggests a need for adequate independent, 

impartial oversight over the development, deployment and use of AI systems. Oversight can 



(j) Ensure that public-private partnerships in the provision and use of AI technologies are 

transparent and subject to independent human rights oversight, and do not result in 



https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/key-characteristics-business-respect.pdf
https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/key-characteristics-business-respect.pdf



