




b) Key Commitment/ Pledges/ Actions

1. Moratorium on the sale, transfer and use of surveillance technology until
regulatory frameworks exist and are in line with HR.

2. Legal & administrative reforms for democratic controls on state and
private actors' use of data/surveillance.

A) Checks.
1. Requirements/identification of agents involved in the

decision-making and operation. Establish certification
requirements, confidence control evaluations s



security of communication systems should be expressly
prohibited.1

C) Accountability. Establish clear/harmonized & simple national
procedural laws for complaints data subjects can file with specialized
Data Protection Authorities & appropriate judicial remedies.

Safeguards:
C. Guarantee prior and permanent judicial control for surveillance measures.
D. Recognition of the right of notification.
E. Creation of an independent oversight body or, failing that, the development of
such powers within existing impartial bodies

II. Regulation of artificial intelligence

A. Core principles for the regulation of artificial intelligence

The human-rights approach throughout the AI lifecycle: This AI regulation
should focus on understanding the development of automated systems and must
consider human rights frameworks. We must broaden the scope of



of each stage of the AI life cycle, specifically, the design, development, and
deployment process.

This principle includes accessing information regarding the data used to train such
automated systems, the benchmarks used to evaluate it, the business model, the
final objectives of the system, etc. This information is critical for assessing the
harms, risks, or impact these technologies will have on human rights. Also, it can
provide information for the user on when they will be subject to automated
processing.

Non-discrimination: even though this principle is sometimes named “fairness,” we
believe that this principle is better conceptualized as “non-discrimination.”

This principle often refers to the prevention of using biased data to develop
automated systems and how a system can be over or under-inclusive in its
decisions. However, this principle also includes refraining from developing AI that
could subject people, especially vulnerable groups, to direct or indirect
discrimination. This consideration is relevant to avoid the development of technology
whose objectives will be discriminatory, such as developing AI systems that do racial
profiling or predictive policing.

Privacy and data protection. The right to privacy and data protection must have
reinforced protection when dealing with AI regulation. Due to the invasiveness of
these technologies and the scale it manages, a lack of protection of privacy could
result in serious human rights violations. The users must have consented to the
treatment of their data and have control over their information, as well as the ability
to restrict data processing or be subjected to automated Duehuman data benchmato or data
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