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Submission Letter From E4E

29 March 2023

Dear GDC,

We are writing to submit our contribution to the Global Digital Compact. E4E is a think

tank that contributes to tech policy advocacy in emerging markets using emerging

technologies.

For our consultation process for this submission, we held a one-month Fellowship with

34 fellows from different parts of Africa and Europe, themed "Africa's Digital Future".

Based on the seven areas listed in the Secretary General's Common Agenda, we divided

the Fellows into seven groups, each addressing one of the seven areas. We had four

deliberation sessions from February 4th, 2023, to March 4th, 2023. The virtual sessions

were 2 hours weekly. Group members met separately from these general sessions to

discuss and compile their contributions.
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Group 1: Connect All People to the Internet, Including

All Schools

Members: Asseh Hannah, Rotimi Owolabi

Hi



http://www.africanews.com/2022/03/18/google-s-underwater-internet-cable-to-connect-togo-to-europe




8. Online protection of school children: Schoolchildren with access to the internet

face many risks online. However, many African countries lack adequate policies

or the resources to enforce those policies to protect them.

Actionable Policy Recommendations

Individuals

➔ Individuals can collaborate with civil societies to create awareness among the

people and advocate for better internet connectivity regulations.

➔ Individuals can contribute to expanding internet access in their communities by

patronising community-owned and -operated networks that offer internet

connection to underserved areas.

➔ Invest in personal digital devices such as smartphones, tablets, or laptops.

➔ Engage in digital literacy programs such as online courses, workshops, or

community-based training programs to learn how to use the internet safely and

effectively.

➔ Individuals are responsible for using the internet safely and avoiding cyber

crimes. It is their responsibility to report perpetrators of such crimes to the

proper authorities to prevent the exploitation of others.

Civil Societies
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➔ To learn more about the di



➔ Schools can provide students, teachers, and parents with digital literacy training.

Such training would equip them with the necessary skills to navigate the internet

safely and effectively, including using digital resources for learning and



smartphones, laptops, and tablets. This will make these devices more affordable

for schools and families.

➔ Provide digital literacy training to students, teachers, and parents. This training

should cover how to use digital resources for learning, navigate the internet

safely, and create and share digital content.

➔ African governments can establish and enforce laws and policies safeguarding

children's online privacy and security. This includes measures to prevent

cyberbullying, online harassment, and exploitation.

➔ The government can establish public internet access centres, such as

community centres, libraries, and internet cafes, where people can access the

internet for free or at a reduced cost. There should also be personnel available to

assist the aged or unskilled.



Group



Types of Internet Fragmentation

There are three main types of internet fragmentation: technical, governmental, and

commercial.

1. GOVERNMENTAL FRAGMENTATION

Governmental fragmentation is the barrier between nations or national segmentation

that could create obstacles in how the Internet functions.7 They are sovereign

governmental policies and actions that interf
e

https://www.intgovforum.org/en/filedepot_download/256/24127


African countries have also taken part in promoting the avoidance of internet

fragmentation. In 2019, Zimbabwe’s high court ordered the country’s government to

restore the internet in full, ruling that the security minister did not have the power to

order restrictions.10

i. Content Censorship/ Internet Censorship

Most African countries experienced

https://www.internetsociety.org/events/internet-fragmentation/
https://www.internetsociety.org/events/internet-fragmentation/
https://globalchallenges.ch/issue/7/global-internet-governance-is-fragmentation-avoidable/
https://globalchallenges.ch/issue/7/global-internet-governance-is-fragmentation-avoidable/
https://www.theguardian.com/world/2019/jan/21/zimbabwe-high-court-orders-government-to-restore-full-internet
https://www.theguardian.com/world/2019/jan/21/zimbabwe-high-court-orders-government-to-restore-full-internet
https://www.theguardian.com/world/2019/jan/21/zimbabwe-high-court-orders-government-to-restore-full-internet


https://www.jurist.org/commentary/2017/01/Courtney-Bowman-data-localization/
https://www.jurist.org/commentary/2017/01/Courtney-Bowman-data-localization/
https://qz.com/africa/1970547/ugandas-election-is-a-key-moment-for-africas-internet-fragmentation
https://qz.com/africa/1970547/ugandas-election-is-a-key-moment-for-africas-internet-fragmentation


https://www.belfercenter.org/publication/sovereignty-and-data-localization
https://www.belfercenter.org/publication/sovereignty-and-data-localization


requests. However, with or without court backing, it is easier for security agencies to

access locally stored data than data stored abroad.

If such a trend toward data localisation continues, it will lead to a more constricted and

less resilient network with suboptimal performance, modified to comply with national

borders. Businesses will have to narrow their choices and capabilities, and network

operators may be forced to use costly and less resilient ways to route traffic.

Cybersecurity may suffer as organisations cannot store data outside borders to

increase reliability and mitigate various risks, including cyber-attacks and national

disasters.

Countries trying to localise data forcibly will impede the openness and accessibility of

the global Internet. Data will not be able to flow uninterrupted based on network

efficiency; instead, special arrangements will need to be put in place for that data to stay

within the confines of a jurisdiction. The result will be increased barriers to entry, to the

detriment of users, businesses, and governments seeking to access the Internet.

Ultimately, forced data localisation makes the Internet less resilient, less global, and

costlier.

iii. Data Localisation and Trade

Data flow is essential for expanding international trade and cooperation. Cross-border

data flows and internet openness has led to increased economic efficiency and

productivity, thereby improving international trade. For example, trans-border data flow

has facilitated real-time customer interaction through business communication. It has

caused disaggregation in the supply chain of businesses in many nations.19

19 Economic Impact of Data Localization in 5 selected African Countries, an empirical
studyhttps://pic.strathmore.edu/wp-content/uploads/2019/03/PIC_RANITP_Economic_Impact_of_Data_L
ocalization_in_5_selected_African_Countries.pdf

https://pic.strathmore.edu/wp-content/uploads/2019/03/PIC_RANITP_Economic_Impact_of_Data_Localization_in_5_selected_African_Countries.pdf
https://pic.strathmore.edu/wp-content/uploads/2019/03/PIC_RANITP_Economic_Impact_of_Data_Localization_in_5_selected_African_Countries.pdf


https://www.wits.ac.za/media/wits-university/faculties-and-schools/commerce-law-and-management/research-entities/mandela-institute/documents/research-publications/PB%2008%20Data%20localisation%20laws%20and%20trade.pdf
https://www.wits.ac.za/media/wits-university/faculties-and-schools/commerce-law-and-management/research-entities/mandela-institute/documents/research-publications/PB%2008%20Data%20localisation%20laws%20and%20trade.pdf
https://www.wits.ac.za/media/wits-university/faculties-and-schools/commerce-law-and-management/research-entities/mandela-institute/documents/research-publications/PB%2008%20Data%20localisation%20laws%20and%20trade.pdf


https://www.wef_fii_internet_fragmentation_an_overview_2016.pdf/


3. Routing corruption

4. Firewall protections

5. Virtual private network isolation and blocking

6. TOR “onion space” and the “dark web”

7. Internationalized Domain Name technical errors

8. Blocking of new gTLDs

9. Private name servers and the split-horizon DNS

10.Segmented Wi-Fi services in hotels, restaurants, etc.

11.Possibility of significant alternate DNS roots

12.Certificate authorities producing false certificates28

3. COMMERCIAL FRAGMENTATION

Commercial fragmentation separates internet content and services into separate

markets. Commercial fragmentation refers to dividing or separating the internet into

different commerb퀅 耄退



African series ‘Queen Sono’ and Nigerian Series ‘Blood Sisters’, which have gained

global recognition.

Commercial fragmentation can be seen in how countries and regions use the internet.

For example, some areas of the world have more developed e-commerce markets than

others; there is a higher level of digital literacy in some nations than others. In addition,

there are differences in how people from different regions consume content on social

media networks.

Factors Contributing to Internet Fragmentation in Africa

1. National internet backbones: Many African countries have built their own

national internet backbones, which act as





advocating for net neutrality laws and regulations that ensure equal access to the

internet. Additionally, they can support digital literacy programs that help people

understand how to use the internet effectively and safely. Advocating for digital rights

such as privacy, freedom of expression, and access to information is another crucial

step civil societies can take to protect individuals' online rights. To foster cross-border

collaborations, civil society organisations can work with other countries in Africa to

promote a unified approach to internet governance and address issues of internet

fragmentation, ultimately enabling a more connected and accessible world.

Private Sector

The private sector significantly impacts the direction and development of digital

technologies and the internet. Companies can contribute to avoiding internet

fragmentation by being transparent about their data collection and usage practices,

supporting the development of open standards, and investing in technologies that

promote inclusion and access. Private sector companies are essential in promoting an

open and accessible internet. Investing in building and expanding internet infrastructure,

such as Elon Musk's Space X plans to launch Starlink satellites, can help deliver

high-speed internet to more people, bypassing the limitations of traditional

infrastructure. Supporting the development and use of open standards like blockchain

for internet technologies and protocols can ensure that the internet remains

interoperable and accessible across different regions and countries. Engaging with

policymakAfrԀ



technology can help internet defragmentation is through solutions that decentralise

domain name systems (DNS), content delivery networks (CDNs), identification using

zero-knowledge proofs (ZKPs), interoperability protocols and open data standards.

Governments

Governments play a critical role in shaping the future of the internet and avoiding

internet fragmentation. They can do so by supporting the development of regulations

that promote a free and open internet, protecting citizens' rights online, and investing in

digital infrastructure and access for all. African governments can benefit from

developing regional standards promoting interoperability between networks and

platforms. This will make it easier for businesses to operate across different countries

and reduce business costs.
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https://www.internetsociety.org/events/internet-fragmentation/




Group 3: Protect data

Group Leader: Gilbert Ogolla

Members: Jacqueline Simpson, Stella Nalwoga, Wangari Njaathi, Doreen Abiero

Highlights in the Ag



The challenges relating to Africa as concerns Data Protection are more similar than they

are different. All regions seem to have difficulty progressing with certain aspects that

hamper robust Data Protection frameworks.

First is ‌the lack of a unified framework that caters to Africa's specific needs, while

appreciating Africa's unique situations, our values and systems , rather than what is a

generic copy and paste framework that may not serve Africa effectively. Most of the

present data protection legislation borrows heavily from the European General Data

Protection Regulation (GDPR). The GDPR reflects the values of the EU it seeks to

protect, advancing the ownership and suitability to the EU region. This is unlike the

prevailing situation in Africa in which our values are not brought forth clearly in our Data

Protection laws. Most African states seem to have blindly transferred and applied

external data protection frameworks without substantial consideration of their

shortcomings in their home origins, and those that may develop in the blanket

application to the unique situation in Africa.

Second, Africa is struggling to present a united front regarding a robust regional

framework for Data Protection. Only thirteen (13) countries out of a possible fifty four

(54) have ratified the Malabo Convention. Twenty-four countries (24) have no data

protection framework. They are therefore not progressive at the national level, nor are

they progressive at the regional level as they are yet to ratify the Malabo Convention.

Third, the fairly effective legislation that some African countries has enacted, ‌fall short

in their enforcement. Very few Data Protection frameworks at the national level

established independent bodies charged with enforcement, and most are still grappling

with some inconsistencies in the provisions and thus find enforcing such provisions

cumbersome. In Equatorial Guinea, for instance, the Organo Rector de Protección de

Datos Personales (ORPDP) is statutorily mandated to investigate infractions of data

protection rights and issue fines up to CAF 15,000,000. The agency has not been set up



since



Currency, for instance, is a focus many African Central Banks. Several regulatory

policies on issues surrounding privacy, tax, anonymity and other factors need to be

grappled with if at all confidence and security can be built around these systems. Ideally,

it is difficult to create policy on what is non-existent, as most advancements always

precede policies. This notwithstanding, policy needs to be flexible and adaptive such

that we do not have to uproot whole systems to instill new ones everytime.

Third, governments must invest in the resources and capacity of enforcement

mechanisms, such as establishing specialized data protection authorities or

commissions to enforce data protection regulations and investigate data breaches,

training for law enforcement agencies, and imposing reasonably stringent sanctions on

data controllers and processors who fail to comply. Moreover, public and commercial

institutions should be urged to undertake transparency and accountability measures

such as posting data protection policies, performing regular audits, and putting in place

independent oversight mechanisms. Monitoring and reporting on data protection

procedures in the public and private sectors should be promoted by civil society groups.

We should also encourage cross-sector collaboration, such as public-private

partnerships or dialogues, to establish data protection standards and

recommendations.

Fourth is the need to create more sensitisation on the importance of data protection in

this digital age. This can be done through collaboration with local authorities through

barazas (informal gatherings called by village chiefs or community elders), whereby

data protection authority officials can educate the public on the importance of data

protection. On top of this, we should address economic disparities, especially in

marginalised communities, design data protection frameworks that address those

disparities, and ensure that data protection measures are accessible to all, regardless of

economic status. Data protection education can also be incorporated into school

curricula, given the great presence of the young generation from an early age on the
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This is to inform students about their data protection rights and the risks associated

with personal data misuse and breaches. African Data Protection Officers or Ministry of

IT officials can also organise training for organisations to reach out to corporate-level

citizens and institutions, including training and education for data protection authorities

and the judiciary, to strengthen the enforcement of data protection laws. To allow the

enforcement of all these, Individuals and institutions should be empowered to exercise

their data protection rights. For example, by providing resources and support for

individuals to access their personal data, file complaints, and seek redress for data

protection breaches.

Finally, collaboration and harmonisation will be necessary to promote consistency and

reduce confusion for businesses and individuals operating across borders. Legislations

should also be unified such that they are not scattered across multiple legal instruments

that make these laws difficult to correlate. In addition, cybersecurity measures should

be effected through tools such as firewalls, encryption, and multi-factor authentication

to protect personal data against cyber attacks.

Individuals

Awareness of their data protection rights, comprehending the dangers inherent in data

abuse and breaches, and taking proper precautions to safeguard their data are some

ways individuals can contribute to data protection in Africa. Some institutions do not

have the investigative capacity to act during data breaches and violations. This calls for

proactiveness at an individual level which again is impossible without the knowledge of

the existence and application of these rights. This also calls for personal responsibility

and reasonable effort to protect one’s data by use of strong passwords, careful sharing

of sensitive information online where unavoidable, and reporting any data breaches or

suspected data protection violations.



Civil Societies



Group 4: Apply Human Rights Online

Group Leader: Adedeji Ajani

Members: Nelson Otieno, Immaculate Were

Highlights in the African Context

Digital transformation has earnestly taken off in Africa. The African Union has

documented its digital transformation agenda in The Digital Transformation Strategy for

Africa 2020-2030.31 Besides the actual and prospective developmental benefits

associated with the digital transformation, the African normative frameworks which

includes the Malabo Convention 201432 and the Personal Data Protection Guidelines for

Africa 201833 recognizes that the achievements can only be sustainable if they are

achieved in an environment that encourages participation and respects human rights.

In particular, The Personal Data Protection Guidelines for Africa 2018 recognises the

protection of the right to privacy in Kenya and reaffirms the position in Malabo

Convention on the need to ensure that individuals enjoy equivalent online and offline

rights. The Guidelines refer to this as an ‘important principle’.34 This principle both forms

the basis of and has been reemphasised in other related African human rights

instruments such as the African Resolution on the Right to Freedom of Information and

Expression on the Internet in Africa 201635 and the Declaration on Principles on

Freedom of Expression and Access to Information in Africa 2019.36 The declaration of

36 African Commission on Human and Peoples' Rights (ACHPR) Declaration on Principles on Freedom of
Expression and Access to Information in Africa 2019
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https://www.internetsociety.org/wp-content/uploads/2018/05/AUCPrivacyGuidelines_2018508_EN.pdf
https://au.int/sites/default/files/treaties/29560-treaty-0048_-_african_union_convention_on_cyber_security_and_personal_data_protection_e.pdf
https://au.int/sites/default/files/treaties/29560-treaty-0048_-_african_union_convention_on_cyber_security_and_personal_data_protection_e.pdf
https://au.int/sites/default/files/documents/38507-doc-dts-english.pdf


this principle as applying to Africa reflects the position in developing court

jurisprudence across Africa and the recognition under the UN human rights system.37

African States have taken legislative measures to address the protection of human

rights online with 35 African States now having data protection legislations in place.

This, coupled with ratification of the Malabo Convention by some States represent a

good step since it seeks to protect cyberspace and provide a framework for protection

of personal data. Some notable State initiatives include Ghana which has a joint

Cybersecurity Committee whose membership draws from institutions responsible for

critical security formations in Africa. In Kenya, the courts now allowed defamation suits

to arise from misuse of online platforms. There have been prominent figures who have

gotten orders in defamation suits.38 Another example is Nigeria, where citizens

successfully challenged a Twitter ban by the Government.39

Africans continue to suffer exclusion in the roll-out of emerging technologies subjecting

Africans to discrimination and inequalities either by design or as a spill-over.40 It is vital

to advance the promise of new technologies, which can only be realised if local

communities are involved in decisions for both design and deployment of emerging

technologies.41

Western technology companies have capitalised on data mining in Africa, which makes

them sidestep human rights considerations or breach them without due regard to the

rule of law just so that they can make profit. Numerous reports such as manipulation of

41 Landry Signé, Njuguna Ndung’u and. “The Fourth Industrial Revolution and Digitization Will Transform
Africa Into a Global Powerhouse.” Brookings, 8 Jan. 2020,
www.brookings.edu/research/the-fourth-industrial-revolution-and-digitization-will-transform-africa-into-a-gl
obal-powerhouse.

40 https://www.sciencedirect.com/science/article/pii/S2666389922000423

39 Why ECOWAS court declared Twitter ban by Nigerian government illegal
https://www.premiumtimesng.com/news/headlines/542696-why-ecowas-court-declared-twitter-ban-by-nigerian-gov� wo-gerian
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elections in some African States not only continues colonial tendencies but are also a

huge threat to protection of human rights online.

Actionable Policy Recommendations

Individuals

1. Observing laws which govern interactions on social media platforms. A study

conducted in Kenya noted that one in 5 women suffer from cyberbullying on

online platforms. The most common forms of bullying on social media platforms

include sexual harassment, unwanted trolling, and doxing. The Kenyan Computer

Misuse and Cybercrimes Act punishes crimes on online platforms, for instance,

cyber harassment, under Section 27 and Section 22 on false publications. We,

therefore, recommend that individuals adhere to laws that govern interactions on

social media in online spaces.42

2. Individuals are also encouraged to invest in technology and internet service

infrastructure so that Africans can slowly regain digital sovereignty.

Civil Societies

1. Develop priorities
cybऀ喀Ӑ԰Ԡհsovlaf昀



Private Sector

1. Prioritize human rights in the design of new innovative or emerging technologies.

2. Embrace the corporate responsibility to respect all the relevant corporate

governance structures to protect human rights in the design and roll-out of its

processes.

3. Prioritise the emerging insurance opportunities to ensure adequate remedies for

persons injured by the actions of others.

4. Prioritise consumer trust in corporate processes and products.

Governments

If Africa is to strengthen its digital sovereignty, it is imperative that internet platforms

used by Africans are founded, managed and run by Africans. Governments, therefore,

ought to:

1. Financially support African startups to establish businesses that deal with

internet provision.43

2. Create conducive legal environments for the set-up and growth of African

startups that seek to supply internet and other technological services.

3. Judiciaries to strictly enforce laws against cybercrimes on online platforms.

4. Operationalizing entities that are mandated with enforcing laws on the internet.

43

https://www.investmentmonitor.ai/tech/why-investors-should-get-behind-africas-emerging-tech-t
alent/

https://www.investmentmonitor.ai/tech/why-investors-should-get-behind-africas-emerging-tech-talent/
https://www.investmentmonitor.ai/tech/why-investors-should-get-behind-africas-emerging-tech-talent/


Group

https://www.youtube.com/watch?v=F5vzKs4z1dc
https://www.amnesty.org/en/latest/news/2022/12/kenya-meta-sued-for-1-6-billion-usd-for-fueling-ethiopia-ethnic-violence/
https://www.amnesty.org/en/latest/news/2022/12/kenya-meta-sued-for-1-6-billion-usd-for-fueling-ethiopia-ethnic-violence/




https://journal.strathmore.edu/index.php/jipit/article/view/208/227


Actionable Policy Recommendations

Individuals

Individuals are significant propagators of discriminatory or misleading information. Some do it

out of ignorance, spreading misinformation, while others do it intentionally. Civic education

should be emphasised to enlighten ordinary citizens on ‘not forwarding a message unless they

are sure’. It still falls on the government to educate the public. That notwithstanding, individuals

are responsible for stopping the spread of misinformation and disinformation. Individuals

should be able to educate themselves and know that not all information is genuine and that they

should be able to sieve through it. Considering the source is also a way to help individuals not to

believe the information in question. Fue ne�
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Another fact-checker in Kenya is Pesacheck,68 which also sieves through information and alerts

consumers of information on whether it is authentic or doctored. Pesacheck prides itself in

being ‘Africa’s largest indigenous fact-check



Private Sector

The private sector includes several players in the information ecosystem. They include

broadcasting houses and big tech companies. They bear the heaviest burden because they

control what goes out to the public for consumption.

In Africa, Big tech companies such as Facebook, TikTok and Twitter are responsible for

moderating information that could be misleading or discriminatory. Content moderation has

been both a success and a failure. It failed when Facebook failed to moderate misleading

content about an Ethiopian activist leading to his death due to mob calls for his death on social

media.73 However, a success story is seen in Twitter policies that prescribe ways to help

individuals identify whether the information is fake or genuine.

Further, in a bid to ‘make lying wrong again,’ social media should up the standards of

truthfulness by rewarding those social media users who disseminate authentic information and

vice-versa.74

For broadcasting houses, it is necessary for them to invest in fact-checking.75 This is where

journalists should be able to interact with the public. They should be able to point out to the

public the authentic sources of their information. Media houses should also invest in teaching

children and the elderly about misinformation and what to be on the look-out for.76 This is part of

their Corporate Social Responsibility.

It is further suggested that instead of working in silos and as competitors, media houses should

collaborate and work as partners to weed out the infodemic that has plagued society today.77

Governments

We have identified that most Tech giants such as Facebook and Twitter, have remained

relatively inactive in the moderation of African content. From existing literature on

77ibid
76ibid
75https://ijnet.org/en/story/strategies-countering-spread-misinformation
74https://ijnet.org/en/story/strategies-countering-spread-misinformation

73https://www.amnesty.org/en/latest/news/2022/12/kenya-meta-sued-for-1-6-billion-usd-for-fueling-ethiopia
-ethnic-violence/





accountability mechanism to determine what misleading content is. The government may hide

behind this to censor content that paints it in a bad light even if it is true. This is therefore a call

to governments to ensure that enacted laws do not conflict with human rights.

The government should also invest in training law enforcement officers and forensic experts on

distinguishing between fake and genuine information on digital platforms.81 This will go a long

way in ensuring that only fake and misleading information is pulled down instead of any

information that appears to be calling out the government on its wrongdoings or failures. The

training of forensic experts will also go a long way in ensuring that photo and video evidence

that is tendered in court is of probative value.82

82ibid

81 Faith Amatika-Omondi, ‘The Regulation of Deepfakes in Kenya’ (2022) 2(1) JIPIT 155
<https://journal.strathmore.edu/index.php/jipit/article/view/208/227 > accessed 20 February 2023

https://journal.strathmore.edu/index.php/jipit/article/view/208/227
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enforcement of AI regulation. Most African countries lack the technical and human resources to

implement effective oversight and enforcement mechanisms.

African countries and governing bodies could mirror initiatives such as the EU’s High-Level

Expert Group on AI85 to build this capacity. African countries may not have established

mechanisms for public engagement and participation in AI Policy and regulation, limiting the

potential for AI regulation to be passed and for the general public to understand and take these

measures seriously. Unlike the EU86 and the US, which have ethical guidelines, many African

countries lack transparency and accountability requirements or do not have sufficient ethical

guidelines for AI systems. Many African countries also have limited capacity to engage

effectively in discussions and negotiations on AI regulations. The und
oandaountries
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Africa’s capacity to have local solutions that are fit for the economic status of most African

countries.

Some challenges include a lack of technical expertise in the continent across the research,

development, and legal processes, which hampers the policy development process that is more

inclined to ICTs. Additionally, the existence of unfair labour practices, especially in regards to

remote data labelling and content moderation jobs, often known as ‘click work’. Large foreign

tech companies seek cheaper labour in Africa91 and other regions within the Global South to

label the data needed to train their massive AI systems, often not inclusive of consumers from

these regions.

Multi-stakeholder engagement is also a challenge slowing the regulation of AI within Africa.

Overall, there is a lack of collaboration among stakeholders at the local, regional, and state

levels in the policy development process.

There are also several risks that African governments should be concerned with regarding the

adoption and regulation of AI technologies. In as much as there are several benefits of using

Digital ID to curb identity theft, money laundering, and fraud, research shows that most African

countries adopt it without first conducting impact assessments. AI-driven digital identification

powered by facial recognition systems and other verification systems poses a high risk to the

rights of users92. Given the challenges seen in facial recognition systems in the United States

and other Western contexts93, there is a high likelihood of bias and discrimination that may

affect minority populations within Africa. AI technologies like facial recognition also pose a high

risk of unnecessary surveillance in general, which could result in the infringement of

fundamental
dndls╸ thais─ s

of ints
t

that en�瀀 3w
Gi

s
tehe

poe
s

a
gith�ecs

th
thndeti i

coune
th
ࠀ y

�en of

syr
ge

heon
a

ch
is

teult sela

e
fth

re
as

an

th
s
܀ se

pow mignal
an

ayiomneth n tsdndli
leࠀ

otneucting im �enneke
ay

in
AI

trighs
t c

ay

e
a

gdn
thnduc

re�t u

t

iich
�n� i�od

a

e
hrကneuc

g

coa
c e敠需naio

other

naio t ination
pomhnohgies

lik h
llesll �3ti�gn uip n
assess irighကt
goei ehervurinula�cetais─ snnekehod

�
gc�

l

cu eyean
tloe

i
cou

l

s
vevvv ̳㌀vj瀀ve
vv
vnvevvvevvvj瀀



Actionable Policy Recommendations

Individuals

As members of society, individuals are vital in shaping the regulation of AI in Africa. They can

contribute to this process in many ways, i.e.

➔ By creating awareness on AI development, governance, accountability, use and

responsibility through healthy debates with policymakers, their peers, fellow social

media & AI users and colleagues.

➔ By supporting the efforts of the government to educate the public on AI-related topics to

create a skilled workforce that can support the development and regulation of AI.

➔ By advocating for transparency, accountability and human-centred design in AI

development and deployment. This will, in turn, promote ethical practices.

➔ By being active in public participation to ensure their effective representation in all

stages of the AI lifecycle and the development of AI legislative frameworks.

➔ By advocating for diversity and inclusion and the participation of underrepresented

people in developing and deploying AI systems.

➔ By ensuring that AI systems are transparent on the kinds of data they are collecting and

how the data is being used by encouraging data protection and privacy.

➔ By educating themselves on the technical aspects of AI to stay informed on AI

developments and advocate for AI regulation.

➔ Through sharing how using AI has positively or negatively impacted their lives. This will

create a conversation and an open space for people to share their experiences.

Civil Societies

Undoubtedly, civil society organisations (CSOs) are important in promoting AI regulation and

governance. Since they are considered closer to the public, they are well-positioned to influence

AI policy and regulation based on public opinion. CSOs could carry out this role in the following

ways:

➔ Advocacy: CSOs can be at the forefront of pushing for people-centric AI laws. They can

make recommendations on how laws and policies can be framed to ensure that the

rights and interests of the public are protected. They could also act as a watchdog that

monitors the implementation and enforcement of AI policies and laws.



➔ Educ
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laws /policies on data protection, Intellectual property laws, cyber security laws, copyrighting

laws, property laws, Information technology laws or even sector-specific laws. Open-source

licenses allow developers to build new applications using existing database technologies. It

makes the process faster, more effective and more robust.

Case Study 3: Copyrighting and Intellectual Property

The Digital Commons in Africa refers to the potential for digital technologies to enable shared

knowledge, resources, and tools across the continent. This concept has significant implications

for copyrights and intellectual property, as the increasing availability of digital resources poses

challenges to protecting intellectual property rights.

One of the key benefits of the digital commons is the potential for knowledge-sharing initiatives.

With the increasing availability of digital resources such as online learning platforms,

open-access journals, and collaborative tools, Africans can access and share knowledge more

efficiently than ever. In addition, it can support education, research, and development initiatives

across the continent. This happens across Africa, with ongoing efforts to develop copyright and

IP protocols containing guiding principles within this context. This forms an essential role in

implementing Africa's digital transformation strategy.
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➔ The Digital Repository of Scientific Information (DRSI) in Kenya is also a national

platform that provides open access to research output from Kenyan universities,

research institutions, and other organisations. The platform includes a wide range of

research output, including journal art�镄က



➔ Lack of awareness: Many people may need to be made aware of the importance of

copyright and access to information or may need help understanding
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About E4E

The E4E (Emerging Technology for Emerging Markets) is a think-tank focusing on

evidence-based tech policy advocacy to action around emerging technologies for

emerging markets.

Our goal is to aid stakeholders, key players, governments, and regulators in making and

complying with informed policies and regulations. Often, policymakers and regulators

need to understand these frontier technologies, aggravating the risk factor of complying

and coping with knee-jerk policies stifling innovation.

Through our policy reports and other activities at E4E, we can enlighten, examine and

engage regulators and the governed.

Website: https://et4em.org/
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